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Problem Definition

Given a soundless video of a person 

talking, generate the missing speech as 

accurately as possible.



Requirements

• Intelligibility.

• Naturalness.

• Synchronization with lip motion.

• Alignment with the speaker’s characteristics (age, gender etc.).

• Ambiguities inherent in lip motion - several phonemes can be 
attributed to the same lip movement sequence.



LipVoicer

Our method comprises three main components:

1. MelGen – a diffusion model that generates

mel-spectograms from the silent video

2. A pre-trained lip-reading network.

3. An Automatic speech recognition (ASR) system

MelGen is a model that we train, the other two are used only 

at inference time



The diffusion model is conditioned using classifier-free guidance

LipVoicer: MelGen



If We Just Use MelGen



LipVoicer: Full Scheme (Inference)



Results



LipVoicer (ours) ground-truth SVTS



LipVoicer (ours) ground-truth VCA-GAN



Quantitative Results

• Evaluated on the LRS2 and LRS3 datasets

• English language

• Thousands of different speakers

• Large vocabularies



Human Listening Score (MOS)



Objective Measures



Ablation – Lip-Reader



Thank you
Yochai Yemini

yochai.yemini@biu.ac.il

Code is publicly available
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