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Problem statement: Surface Reconstruction

Input Output



Introduction – Implicit shape representation

Indicator / Occupancy Signed Distance Function
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Previous work – NN methods
Can we learn it? Yes! 

DeepSDF (Park et al. 2019), Occupancy networks (Mescheder et. al. 
2019), Chen & Zhang 2019 

Is there a better way to train it? Yes! 

SAL, SALD (Atzmon et al. 2019), IGR (Gropp et. al. 2020), PHASE 
(Lipman 2021) , DiGS (Ben-Shabat et. al. 2022)

Why use ReLUs? Use sinusoidal functions!

SIREN (Sitzmann et al. 2020) 
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Implicit Neural Representation overview

MLP

(x, y, z)
A single point

SDF
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Implicit Neural Representation overview

MLP

Input unoriented 

Point Cloud
SDF, Gradients
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Can we prevent “ghost geometries”?

Spoiler alert: YES!!!
 (by figuring out inside / outside regions?)
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Key Idea – Construct Octree, label it, and train INR

1. Constructs an octree and label inside and outside

2. Optimizes an INR guided by the octree's labels

Better & Faster surface reconstruction
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Octree Guided INR - Approach

Raw unoriented 
point cloud

➢ Build octree to initial depth 𝑑𝑖 (surface nodes yellow)
➢ Label other nodes as inside (blue) or outside 

(transparent)
➢ Then continue expanding surface leaves and labelling 

till final depth 𝑑𝑓 

➢ Use labels as supervision 
for an INR to learn the 
shape continuously
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Using this as supervision for INR training
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OG-INR Qualitative Results
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OG-INR Qualitative Results
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Octree guidance gives a significant speedup
We get a 5.5x speedup on INR training over SIREN, making an overall speedup of 3.9x in 
the full method
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Contribution

• Propose OG-INR, which 
1. Constructs an octree and labels inside and outside

2. Optimizes an INR guided by the octree's labelling

• Propose an energy function over the octree and provide an 

efficient move-making algorithm that explores many possible 

labelling options.

• This avoids many local minima that SGD gets stuck in



https://talking.papers.podcast.itzikbs.com/

More episodes coming out soon!

Talking Papers Podcast
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Octree Guided INR – Move making algorithm

Initialize -> Repeatedly grow, and make moves that minimize  
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