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Neural networks are great
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Can we use them in additional ways?



MRI

MIMO Radar

Diffusion MRI

Molecular Design



MRI
3D medical imaging technique

● Noninvasive

● Without harmful radiation

● Superb imaging contrast and resolution

Long acquisition times (30-60 mins)

PILOT: Physics-Informed Learned Optimized Trajectories for Accelerated MRI - MELBA journal

https://en.wikipedia.org/wiki/Medical_imaging


Acceleration through undersampling
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PILOT: Physics-Informed Learned Optimized Trajectories for Accelerated MRI - MELBA journal



Forward pass
Back propagation

PILOT: Physics-Informed Learned Optimized Trajectories for Accelerated MRI - MELBA journal



Results

PILOT: Physics-Informed Learned Optimized Trajectories for Accelerated MRI - MELBA journal



Different end task or organ

PILOT: Physics-Informed Learned Optimized Trajectories for Accelerated MRI - MELBA journal

BrainKnee



Diffusion MRI

Towards learned optimal q-space sampling in diffusion MRI– MICCAI 2020



MIMO radar imaging

Pros

• Accurate range, velocity and direction of arrival (DOA) estimation at 

relatively long distances

• Automotive - penetrate much denser fog and rain compared to the 

optical counterparts

Cons 

• multiple receive channels -> high cost and power

• Low frame rate

Joint optimization of system design and reconstruction in MIMO radar imaging – MLSP 2021



Continuous sampling

Discrete selection
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Results - MIMO radar imaging

Joint optimization of system design and reconstruction in MIMO radar imaging – MLSP 2021



Molecular design

Guided Diffusion for Inverse Molecular Design – Nature Computational Science



Can we use the gradients of a prediction network?

𝑥 ො𝑦Properties 
predictor ℒ(ො𝑦)Generator𝜖 ∼ 𝒩(0, 𝐼) ??

Guided Diffusion for Inverse Molecular Design – Nature Computational Science



Guided Diffusion Models

16

NOISE 𝑍𝑇 NOISE𝑍𝑡 𝑍𝑡−1

GUIDED DIFFUSION

Guided Diffusion for Inverse Molecular Design – Nature Computational Science



17

GaUDI – Out of Distribution
From Data Set From GaUDI

6

8

10

3.17 3.34

2.90 2.92

2.68 2.93

Target: Maximize HOMO-LUMO gap

Guided Diffusion for Inverse Molecular Design – Nature Computational Science



Thanks!

• There are many interesting ways we can use Neural-Networks

𝑥 ො𝑦Model ℒ(ො𝑦)
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