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Outline

•Chat based Search

•Generative based Search



Retrieval Query Target

Types of Image Retrieval

No people, and 
switch to night 
time

+
Composed Image Retrieval 

(CoIR)

AAAI 2024

Text → Image Construction worker in orange
 safety vest is working on road

Image → Image
CBIR

(Image, Text) → Image

What ‘s Next? Chat Image Retrieval ?



Do you want to find an image? .... OK

Let’s Chat

NeurIPS 2023



ChatIR Process

1011

What location is the traffic light in?

a house

a boat

a traffic light flashing in its yellow signal

Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

1149

198

48

1

Is there any other object visible in the image apart from
the traffic light?

Predicted

rank:

What color is the house?

white and brown

Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

The target rank 
in the list

(lower is better)



How do we map a dialog to image representation?

Train with dialog and image data



Encoder Training Dataset →

Visual Dialog requiers an AI agent to
hold a meaningful dialog with
humans about visual content.
Specifically, given an image a dialog 
history, and a follow up question 
about the iumage the task is to 
answer the question.

Visual Dialog



How do we generate the Questions?

We got the dialog encoder.



Question Generation

We leverage a pre-trained LLM to geenrate relevant questions, in the following few-shot 
instructional setting:

are there other animals in the scene?



How many lanes?

Human Interaction

Image

Retriever

(F)

Image Search

Image

Embedder

Ground Truth Image

256D emb. space

Question Generation

Dialog Query

User

Only 2 and a bike lane

 Dialog Building

Accumulate Round #6 for next search

Questioner

(G)

Stoplights shine over a deserted, wet city

street

what color is the light? 

red

is this a big city?

looks like a smaller town

are there signs?

no

are there buildings?

yes, a few in the distance

what time of day?

it's daytime

Round

#0

Round

#1

Round

#5

Evaluation Pipeline

We have trained the pipeline
We have the question generator



BLIP2 - 2023

Let’s replace the human in the 
loop with an  Answering Agent!

Let’s use a VQA Engine



Results – Zero Shot Text to Image Retrieval

• Chatting is beneficial – Dialog improves 
retrieval performance

• Learning to encode dialogs is better

CLIP

BLIP

ChatIR

CLIP

BLIP
ChatIR

Only Caption



Example



Back to Content Based Image Retrieval

Topic Papers

Representation Learning Towards Universal Image Embedding – ICCV 2023

Use multiple query images Image Retrieval with Relevance Feedback - ICCVW 2023
OriginAI

Generate more examples NAO (NeurIPS 2023), Seed Select (AAAI 2024)
OriginAI+BIU

ICCVW-2023



Retrieval with Image Generation

Query Image

Query 
Textual 

Description

Generator
Engine

More 
positive 
images

Retrieval MachineQuery Image Target Images

Bathroom
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Benchmarks
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Q: Can a diffusion model 
generate any object?

Oxygen Mask

Pay phone

A: No. Not ”rare” objects

Object generation accuracy vs. prevalence of termsShaking Hands

Stable Diffusion



Our approach – Optimize Seed (SeedSelect)

Image Space
Noise Space

Inverse Diffusion

Oxygen Mask

Noise Seed

CLIP

Forward Diffusion

MSE

Published at AAAI 2024



Performance for
CLIP Few Shot Image Recognition

Seed Select Seed Select

Finetune CLIP



Questions Thank you for 
your attention!
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