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Motivation
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Training DNNs – Basic Methods

• From scratch
 Requires a lot of data & compute
 Low performance

• Pretrained model
 Allowing  rapid convergence 
 Enhanced performance

• New head on pretrained model
 Very fast and efficient
 Low capacity

• Finetuning
 Better performance
 Costly in data & compute
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Other Methods

• Head2Toe
 Intemediate features may have useful 

information

 Feature selection is computationally 
complex

• LORA – Low-Rank Adaptaion of LLMs
 Reduces trainable params by x10,000

 No additional cost at inference
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Finetuning Profile
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Finetuning Profile

• What if we 
finetune only a 
subset of layers?

• Will we achieve 
the benefits of all 
worlds?
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Finetuning Profile

• ResNet50 has 
• 16 ResBlocks

• 4 resolutions

• Not all layers are created 
equal

• Different layers -> different 
contribution to performance
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Finetuning Profile

Optimal choice of 
layers depends on 

• Target task

• Architecture 

• Pretraining
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SubTuning
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SubTuning Algorithm

• We want to finetune a subset of layers
 SubTuning

 Fined best subset via Finetuning Profile

• This may be expensive -> Greedy Algorithm
 Iteratively find the best layer to finetune

 Stop when improvement < 𝜀.
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Results - Scarce Data

When only limited data is available

• Finetuning results in overfitting

• But SubTuning has great results
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Results - Distribution Shift

• CIFAR-10 to CIFAR-10-C distribution 
shift

• Corrupted data
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MultiTask

• Ideal for Multi-Task
 High algorithmic performance 

 Allows to add new task to deployed models
◼ No effect on existing task

◼ Low inference cost  - Concat intermediate outputs on batch
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MultiTask – Efficient Runtime
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Results - MultiTask

ImageNet to CIFAR-10 transfer learning

• Linear probing - 91.8%
 only a small inference delay

• Finetuning - 97.1%
 +100% inference cost
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• SubTuning is simple yet efficient
 Selects a subset of layers to finetune

 Greedy algorithm for fast perfomance

 Achives SoTA performance

• Finetuning Profile 
 Not all layers are created equal

• Ideal for Multi-Task on a deployed model
 Low inference cost 

 High performance

 No effect on existing task

Summary 
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Thank you!
Contact me at 
gurevichan@gmail.com
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