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von Neumann Architecture
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Processing Data in von Neumann Architecture
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Memory Wall
Bottleneck



Solving the Bottleneck: 
Processing Data Within Memory
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Industry investment (partial list)

Solution: Novel Memory Technologies
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Processing within Memristive Memories
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Basic memory cell

Memristive memory

Memory resistor ⇒ Memristor



Process in Memory for DNN
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Process in Memory for DNN
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Example: Support SGD + Momentum
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𝟖𝟎% Energy reduction~𝟏𝟎𝟎𝟎 × Speedup

T. Greenberg-Toledo, et al, "Supporting the Momentum Training Algorithm Using a Memristor-Based Synapse," in IEEE Transactions on Circuits 
and Systems I: Regular Papers, vol. 66, April 2019.

Speedup Vs. GPU Energy consumption Vs. GPU

GPU Limited History Internal Memory



Thanks!
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